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Abstract

Do the rich representations of multi-modal dif-
fusion transformers (DiTs) exhibit unique prop-
erties that enhance their interpretability? We in-
troduce CONCEPTATTENTION, a novel method
that leverages the expressive power of DiT at-
tention layers to generate high-quality saliency
maps that precisely locate textual concepts within
images4. Without requiring additional training,
CONCEPTATTENTION repurposes the parameters
of DiT attention layers to produce highly con-
textualized concept embeddings, contributing the
major discovery that performing linear projec-
tions in the output space of DiT attention layers
yields significantly sharper saliency maps com-
pared to commonly used cross-attention mecha-
nisms. Remarkably, CONCEPTATTENTION even
achieves state-of-the-art performance on zero-
shot image segmentation benchmarks, outper-
forming 11 other zero-shot interpretability meth-
ods on the ImageNet-Segmentation dataset and
on a single-class subset of PascalVOC. Our work
contributes the first evidence that the representa-
tions of multi-modal DiT models like Flux are
highly transferable to vision tasks like segmenta-
tion, even outperforming multi-modal foundation
models like CLIP.

1. Introduction
Diffusion models have recently gained widespread popular-
ity, emerging as the state-of-the-art approach for a variety of
generative tasks, particularly text-to-image synthesis (Rom-
bach et al., 2022). These models transform random noise
into photorealistic images guided by textual descriptions,
achieving unprecedented fidelity and detail. Despite the
impressive generative capabilities of diffusion models, our
understanding of their internal mechanisms remains lim-
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Figure 1. CONCEPTATTENTION produces saliency maps that
precisely localize the presence of textual concepts in images.
We compare Flux raw cross attention, DAAM (Tang et al., 2022)
with SDXL, and TextSpan (Gandelsman et al., 2024) for CLIP.

ited. Diffusion models operate as black boxes, where the
relationships between input prompts and generated outputs
are visible, but the decision-making processes that connect
them are hidden from human understanding.

Existing work on interpreting T2I models has predominantly
focused on UNet-based architectures (Podell et al., 2023;
Rombach et al., 2022), which utilize shallow cross-attention
mechanisms between prompt embeddings and image patch
representations. UNet cross attention maps can produce
high-fidelity saliency maps that predict the location of tex-
tual concepts (Tang et al., 2022) and have found numer-
ous applications in tasks like image editing (Hertz et al.,
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Figure 2. CONCEPTATTENTION augments multi-modal DiTs with a sequence of concept embeddings that can be used to produce
saliency maps. (Left) An unmodified multi-modal attention (MMATTN) layer processes both prompt and image tokens. (Right)
CONCEPTATTENTION augments these layers without impacting the image appearance to create a set of contextualized concept tokens.

2022; Chefer et al., 2023). However, the interpretability
of more recent multi-modal diffusion transformers (DiTs)
remains underexplored. DiT-based models have recently
replaced UNets (Ronneberger et al., 2015) as the state-of-
the-art architecture for image generation, with models such
as Flux (Labs, 2023) and SD3 (Esser et al., 2024) achieving
breakthroughs in text-to-image generation. The rapid ad-
vancement and enhanced capabilities of DiT-based models
highlight the critical importance of methods that improve
their interpretability, transparency, and safety.

In this work, we propose CONCEPTATTENTION, a novel
method that leverages the representations of multi-modal
DiTs to produce high-fidelity saliency maps that localize tex-
tual concepts within images. Our method provides insight
into the rich semantics of DiT representations. CONCEPTAT-
TENTION is lightweight and requires no additional training,
instead it repurposes the existing parameters of DiT atten-
tion layers. CONCEPTATTENTION works by producing a
set of rich contextualized text embeddings each correspond-
ing to visual concepts (e.g. “dragon”, “sun”). By linearly
projecting these concept embeddings and the image we can
produce rich saliency maps that are even higher quality than
commonly used cross attention maps.

We evaluate the efficacy of CONCEPTATTENTION in a zero-
shot semantic segmentation task on real world images. We
compare our interpretative maps against annotated segmen-
tations to measure the accuracy and relevance of the attri-
butions generated by our method. Our experiments and
extensive comparisons demonstrate that CONCEPTATTEN-
TION provides valuable insights into the inner workings of
these otherwise complex black-box models. By explaining
the meaning of the representations of generative models our
method paves the way for advancements in interpretability,
controllability, and trust in generative AI systems.

In summary, we contribute:

• CONCEPTATTENTION, a method for interpreting
text-to-image diffusion transformers. Our method
requires no additional training, by leveraging the rep-
resentations of multi-modal DiTs to generate highly
interpretable saliency maps that depict the presence of
arbitrary textual concepts (e.g. “dragon”, “sky”, etc.)
in images (as shown in Figure 1).

• The novel discovery that the output vectors of at-
tention operations produce higher-quality saliency
maps than cross attentions. CONCEPTATTENTION
repurposes the parameters of DiT attention layers to
produce a set of rich textual embeddings correspond-
ing to different concepts, something that is uniquely
enabled by multi-modal DiT architectures. By perform-
ing linear projections between these concept embed-
dings and image patch representations in the attention
output space we can produce high quality saliency
maps.

• CONCEPTATTENTION generalizes to achieve state-
of-the-art performance in zero-shot segmentation
on benchmarks like ImageNet Segmentation and
Pascal VOC. We achieve superior performance to a
diverse set of zero-shot interpretability methods based
on various foundation models like CLIP, DINO, and
UNet-based diffusion models; this highlights the po-
tential for the representations of DiTs to transfer to
important downstream vision tasks like segmentation.

• We make CONCEPTATTENTION available, al-
lowing researchers and practitioners to interpret
and explore the intricate dynamics of text-to-
image diffusion transformers. See code at:
https://github.com/helblazer811/ConceptAttention.
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Figure 3. CONCEPTATTENTION can generate high-quality saliency maps for multiple concepts simultaneously. Additionally, our
approach is not restricted to concepts in the prompt vocabulary.

2. Related Work
Diffusion Model Interpretability A fair amount of ex-
isting work attempts to interpret diffusion models. Some
works investigate diffusion models from an analytic lens
(Kadkhodaie et al., 2024; Wang et al., 2024), attempting to
understand how diffusion models geometrically model the
manifold of data. Other works attempt to understand how
models memorize images (Carlini et al., 2023). An increas-
ing body of work attempts to repurpose the representations
of diffusion models for various tasks like classification (Li
et al., 2023a), segmentation (Karazija et al., 2024), and even
robotic control (Gupta et al., 2024). However, most relevant
to our work is the substantial body of methods investigating
how the representations of the neural network architectures
underpinning diffusion can be used to garner insight into
how these models work, steer their behavior, and improve
their safety.

Numerous papers have observed that the cross attention
mechanisms of UNet-based diffusion models like Stable
Diffusion (Rombach et al., 2022) and SDXL (Podell et al.,
2023) can produce interpretable saliency maps of textual
concepts (Tang et al., 2022). Cross attention maps are used
in a variety of image editing tasks like producing masks that
localize objects of interest to edit (Dalva et al., 2024), con-
trolling the layout of images (Chen et al., 2023; Epstein et al.,
2023), altering the appearance of an image but retaining its
layout (Hertz et al., 2022), and even generating synthetic
data to train instruction based editing models (Brooks et al.,
2023). Other works observe that performing interventions
on cross attention maps can improve the faithfulness of im-
ages to prompts by ensuring attributes are assigned to the
correct objects (Meral et al., 2024; Chefer et al., 2023). Ad-

ditionally, it has been observed that self-attention layers of
diffusion models encode useful information about the layout
of images (Liu et al., 2024).

Zero-shot Image Segmentation In this work, we evalu-
ate CONCEPTATTENTION on the task of zero-shot image
segmentation, which is a natural way to assess the accuracy
of our saliency maps and the transferability of the repre-
sentations of multi-modal DiT architectures to downstream
vision tasks. This task also provides a good setting to com-
pare to a variety of other interpretability methods for various
foundation model architectures like CLIP (Radford et al.,
2021), DINO (Caron et al., 2021), and diffusion models.

A variety of works train a diffusion models from scratch for
the task of image segmentation (Amit et al., 2022; Karaz-
ija et al., 2024) or attempt to fine-tune pretrained models
(Baranchuk et al., 2022). Another line of work leverages
diffusion models to generate synthetic data that can be used
to train segmentation models that transfer zero-shot to new
classes (Li et al., 2023b). While effective, these methods
are training-based and thus do not provide as much insight
into the representations of existing text-to-image generation
models, which is the key motivation behind CONCEPTAT-
TENTION.

A significant body of work attempts to improve the inter-
pretability of CLIP vision transformers (ViTs) (Dosovitskiy
et al., 2021). The authors of (Chefer et al., 2021) develop a
method for generating saliency maps for ViT models, and
they introduce an evaluation protocol for assessing the ef-
fectiveness of these saliency maps. This evaluation protocol
centers around the ImageNet-Segmentation dataset (Guil-
laumin et al., 2014), and we extend this evaluation to the
PascalVOC dataset (Everingham et al., 2015). They com-
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pare to a variety of zero-shot interpretability methods like
GradCAM (Selvaraju et al., 2019), Layerwise-Relevance
Propagation (Binder et al., 2016), raw attentions, and the
Rollout method (Abnar & Zuidema, 2020). The authors of
(Gandelsman et al., 2024) demonstrate an approach to ex-
pressing image patches in terms of textual concepts. We also
compare our approach to zero-shot diffusion based methods
(Tang et al., 2022; Wang et al., 2024) and the self-attention
maps of DINO ViT models (Caron et al., 2021).

Another line of work attempts perform unsupervised seg-
mentation without any class or text conditioning by per-
forming clustering of the embeddings of models (Cho et al.,
2021; Hamilton et al., 2022; Tian et al., 2024). Despite not
producing class predictions, these models are often evalu-
ated on semantic segmentation datasets by using approaches
like Hungarian matching (Kuhn, 1955) to pair unlabeled
segmentation predictions with the best matching ones in
a multi-class semantic segmentation dataset. In contrast,
CONCEPTATTENTION enables text conditioning so we do
not compare to this family of methods. We also don’t com-
pare to models like SAM (Kirillov et al., 2023; Ravi et al.,
2024) as it is trained on a large scale dataset.

3. Preliminaries
3.1. Rectified-Flow Models for Image Generation

Flux and Stable Diffusion 3 leverage multi-modal DiTs that
are trained to parameterize rectified flow models. Through-
out this paper we may refer to rectified flow models as
diffusion models for convenience. These models attempt
to generate realistic images from noise that correspond to
given text prompts. Flow based models (Lipman et al., 2023)
attempt to map a sample x1 from a noise distribution p1,
typically p1 ∼ N (0, I), to a sample x0 in the data distri-
bution. Rectified flows (Liu et al., 2022) attempt to learn
ODEs that follow straight paths between the p0 and p1, i.e.

zt = (1− t)x0 + tϵ, ϵ ∼ N (0, 1). (1)

Flux and SD3 are trained using a conditional flow matching
objective which can be expressed conveniently as

−1

2
Et∼U(t),ϵ∼N (0,I)[wtλ

′
t||ϵΘ(zt, t)− ϵ||2] (2)

where λ′
t corresponds to a signal-to-noise ratio and wt is a

time dependent-weighting factor. Above ϵΘ(zt, t) is param-
eterized by a multi-modal diffusion transformer network.
The architecture of this model and it’s properties is of pri-
mary interest in this work.

3.2. The Anatomy of a Multi-modal DiT Layer

Multi-modal DiTs like Flux and Stable Diffusion 3 lever-
age multi-modal attention layers (MMATTN) that process

a combination of textual tokens and image patches. There
are two key classes of layers: one that keeps separate resid-
ual streams for each modality and one that uses a single
stream. In this work, we take advantage of the properties of
these dual stream layers, which we refer to as multi-modal
attention layers (MMATTNs).

The input to a given layer is a sequence of image patch
representations x ∈ Rh×w×d and prompt token embeddings
p ∈ Rl×d. The initial prompt embeddings at the beginning
of the network are formed by taking the T5 (Raffel et al.,
2023) embeddings of the prompt tokens.

Following (Peebles & Xie, 2023), each MMATTN layer
leverages a set of adaptive layer norm modulation layers
(Xu et al., 2019), conditioned on the time-step and global
CLIP vector. An adaptive layernorm operation is applied to
the input image and text embeddings. The final modulated
outputs are then residually added back to the original input.
Notably, the image and text modalities are kept in separate
residual streams. The exact details of this operation are
omitted for brevity.

The key workhorse in MMATTN layers is the familiar multi-
head self attention operation. The prompt and image embed-
dings have separate learned key, value, and query projection
matrices which we refer to as Kx, Qx, Vx for images and
Kp, Qp, Vp for text. The keys, queries, and values for both
modalities are collectively denoted qxp, kxp, and vxp, where
for example kxp = [Kxx1, . . . ,Kpp1 . . . ]. A self attention
operation is then performed

ox, op = softmax(qxpk
T
xp)vxp (3)

Here we refer to ox and op as the attention output vectors.
Another linear layer is then applied to these outputs and
added to a separate residual streams weighted according to
the output of the modulation layer. This gives us updated
embeddings xL+1 and pL+1 which are given as input to the
next layer.

4. Proposed Method: CONCEPTATTENTION

We introduce CONCEPTATTENTION, a method for gener-
ating high quality saliency maps depicting the location of
textual concepts in images. CONCEPTATTENTION works
by creating a set of contextualized concept embeddings for
simple textual concepts (e.g. “cat”, “sky”, etc.). These
concept embeddings are sequentially updated alongside the
text and image embeddings, so they match the structure that
each MMATTN layer expects. However, unlike the text
prompt, concept embeddings do not impact the appearance
of the image. We can produce high-fidelity saliency maps
by projecting image patch representations onto the concept
embeddings. CONCEPTATTENTION requires no additional
training and has minimal impact on model latency and mem-
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Figure 4. (a) MMATTN combines cross and self attention opera-
tions between the prompt and image tokens. (b) Our CONCEPTAT-
TENTION allows the concept tokens to incorporate information
from other concept tokens and the image tokens, but not the other
way around.

ory footprint. A high level depiction of our methodology is
shown in Figure 2.

4.1. Using CONCEPTATTENTION

The user specifies a set of r single token concepts, like
“cat”, “sky”, etc. which are passed through a T5 encoder
to produce an initial embedding c0 for each concept. For
each MMATTN layer (indexed by L) we layer-normalize
the input concept embeddings cL and repurpose the text
prompt’s projection matrices (i.e. Kp, Qp, Vp), to produce a
set of keys, values, and queries

kc = [Kpc1, . . .Kpck] (4)
qc = [Qpc1, . . . Qpck] (5)
vc = [Vpc1, . . . Vpck] (6)

each in Rr×d.

One-directional Attention Operation We would like to
update our concept embeddings so they are compatible with
subsequent layers, but also prevent them from impacting
the image tokens. Let kx and vx be the keys and values of
the image patches x respectively. We can concatenate the
image and concept keys to get

kxc = [Kxx1 . . . ,Kxxn,Kpc1 . . . ,Kpcr] (7)

and the image and concept values to get

vxc = [Vxx1 . . . , Vxxn, Vpc1 . . . , Vpcr] (8)

We can then perform the following attention operation

oc = softmax(qck
T
xc)vxc (9)

which produces a set of concept output embeddings.

Notice, that instead of just performing a cross attention
(i.e. softmax(qck

T
x )vx) our approach leverages both cross

attention from the image patches to the concepts and self at-
tention among the concepts. We found that performing both
operations improves performance on downstream evaluation
tasks like segmentation (See Table 3). We hypothesize this
is because it allows the concept embeddings to repel from
each other, avoiding redundancy between concepts.

Meanwhile, the image patch and prompt tokens ignore the
concept tokens and attend only to each other as in

ox, op = softmax(qxpk
T
xp)vxp. (10)

A diagram of these operations is shown in Figure 4(b).

A Concept Residual Stream The above operations create
a residual stream of concept embeddings distinct from the
image and patch embeddings. Following the pretrained
transformer’s design, after the MMATTN we apply another
projection matrix P and MLP, adding the result residually to
cL. We apply an adaptive layernorm at the end of attention
operation which outputs several values: a scale γ, shift β,
and some gating values α1 and α2. The residual stream is
then updated as

cL+1 ← cL + α1(Poc) (11)

cL+1 ← cL+1 + α2 MLP

(
(1 + γ) lnorm(cL+1) + β

)
(12)

where← denotes assignment. The parameters from each of
our modulation, projection, and MLP layers are the same as
those used to process the text prompt.

Saliency Maps in the Attention Output Space These
concept embeddings can be combined with the image patch
embeddings to produce saliency maps for each layer L.
Specifically, we found that taking a simple dot-product sim-
ilarity between the image output vectors ox and concept
output vectors oc produces high-quality saliency maps

ϕ(ox, oc) = softmax(oxo
T
c ). (13)

this is in contrast to cross attention maps which are between
the image keys kx and prompt queries qp.

We can aggregate the information from multiple layers by
averaging them 1

|L|
∑|L|

L=1 ϕ(o
L
x , o

L
c ) where |L| denotes the

number of MMATTN layers (Flux has |L| = 18). These
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Figure 5. CONCEPTATTENTION produces higher fidelity raw scores and saliency maps than alternative methods, sometimes surpassing in
quality even the ground truth saliency map provided by the ImageNet-Segmentation task. Top row shows the soft predictions of each
method and the bottom shows the binarized predictions.

attention output space maps are unique to MM-DiT models
as they leverage concept embeddings corresponding to tex-
tual concepts which fundamentally can not be produced by
UNet-based models.

4.2. Limitations of Raw Cross Attention Maps

For multi-modal DiT architectures, we could additionally
consider using the raw cross attention maps

ϕ(kx, qp) = softmax(qpk
T
x ) (14)

to produce saliency maps. However, these have a key lim-
itation in that their vocabulary is limited to the tokens in
the user’s prompt. Unlike UNet-based models, multi-modal
DiTs sequentially update a set of prompt embeddings with
each MMATTN layer. This makes it difficult to produce
cross attention maps for an open-set of concepts, as you
would need to add the concept to the prompt sequence which
would then change the appearance of the image. CONCEP-
TATTENTION overcomes this key limitation, and makes
the additional discovery that the output space of attention
mechanisms produces high-fidelity saliency maps.

5. Experiments
5.1. Zero-shot Image Segmentation

We are interested in investigating (1) the efficacy of CON-
CEPTATTENTION to generate highly localized and seman-
tically meaningful saliency maps, and (2) understand the
transferability of multi-modal DiT representations to impor-
tant downstream vision tasks. Zero-shot image segmenta-
tion is a natural choice for achieving these goals.

Datasets We leverage two key datasets zero-shot image
segmentation datasets. First, we use a commonly used (Gan-
delsman et al., 2024; Chefer et al., 2021) zero-shot segmenta-
tion benchmark called ImageNet-Segmentation (Guillaumin
et al., 2014). It is composed of 4,276 images from 445
categories. Each image primarily depicts a single central
object or concept, which makes it a good method for com-
paring CONCEPTATTENTION to a variety of methods which
generate a single saliency map that are unable to generate
class-specific segmentation maps. For the second dataset we
leverage PascalVOC 2012 benchmark (Everingham et al.,
2015). We investigate both a single class (930 images) and
multi-class split (1,449 images) of this dataset. Many meth-
ods (e.g. DINO) do not condition their saliency map on
class, so for these methods we restrict our evaluation to
examples only containing a single class and the background.
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ImageNet-Segmentation PascalVOC (Single Class)
Method Architecture Acc ↑ mIoU↑ mAP↑ Acc ↑ mIoU↑ mAP↑
LRP (Binder et al., 2016) CLIP ViT 51.09 32.89 55.68 48.77 31.44 52.89
Partial-LRP (Binder et al., 2016) CLIP ViT 76.31 57.94 84.67 71.52 51.39 84.86
Rollout (Abnar & Zuidema, 2020) CLIP ViT 73.54 55.42 84.76 69.81 51.26 85.34
ViT Attention (Dosovitskiy et al., 2021) CLIP ViT 67.84 46.37 80.24 68.51 44.81 83.63
GradCAM (Selvaraju et al., 2020) CLIP ViT 64.44 40.82 71.60 70.44 44.90 76.80
TextSpan (Gandelsman et al., 2024) CLIP ViT 75.21 54.50 81.61 75.00 56.24 84.79
TransInterp (Chefer et al., 2021) CLIP ViT 79.70 61.95 86.03 76.90 57.08 86.74
DINO Attention (Caron et al., 2021) DINO ViT 81.97 69.44 86.12 80.71 64.33 88.90
DAAM (Tang et al., 2022) SDXL UNet 78.47 64.56 88.79 72.76 55.95 88.34
DAAM (Tang et al., 2022) SD2 UNet 64.52 47.62 78.01 64.28 45.01 83.04
Flux Cross Attention Flux DiT 74.92 59.90 87.23 80.37 54.77 89.08
CONCEPTATTENTION Flux DiT 83.07 71.04 90.45 87.85 76.45 90.19

Table 1. CONCEPTATTENTION outperforms a variety of Diffusion, DINO, and CLIP ViT interpretability methods on ImageNet-
Segmentation and PascalVOC (Single Class).

Space Softmax Acc↑ mIoU↑ mAP↑
CA 66.59 49.91 73.17
CA ✓ 74.92 59.90 87.23
Value 45.93 29.81 65.79
Value ✓ 45.78 29.68 39.61
Output 78.75 64.95 88.39
Output ✓ 83.07 71.04 90.45

Table 2. The output space of DiT attention layers produces
more transferable representations than cross attentions. We
explore the transferability of several representation spaces of a DiT:
the cross attentions (CA), the value space, and the output space.
We performed linear projections of the image patches and concept
vectors in each of these spaces and evaluated their performance on
ImageNet-Segmentation.

CA SA Acc↑ mIoU↑ mAP↑
52.63 35.72 70.21

✓ 51.68 34.85 69.36
✓ 76.51 61.96 86.73
✓ ✓ 83.07 71.04 90.45

Table 3. CONCEPTATTENTION performs best when we utilize
both cross and self attention. We tested the effectiveness of
performing just a cross attention operation between the concepts
and image tokens, just a self attention among the concepts, both
cross and self attention, and neither. We found that doing both
operations leads to the best results. Metrics are computed on the
ImageNet Segmentation benchmark.

Method Acc↑ mIoU↑
TextSpan 73.84 38.10
DAAM 62.89 10.97
Flux Cross Attention 79.52 27.04
CONCEPTATTENTION 86.99 51.39

Table 4. CONCEPTATTENTION outperforms alternative meth-
ods on images with multiple classes from PascalVOC. Notably,
the margin between CONCEPTATTENTION and other methods is
even higher for this task than when a single class is in each image.

For methods that can accept text as conditioning we evaluate
on the full dataset.

Key Baseline Methods We compare our approach to a
variety of zero-shot interpretability methods which lever-
age several different multi-modal foundation models. We
compare to numerous interpretability methods compati-
ble with CLIP: Layerwise Relevance Propagation (LRP)
(Binder et al., 2016), LRP on just the final-layer of a
ViT (Partial-LRP), Attention Rollout (Rollout) (Abnar &
Zuidema, 2020), Raw Vision Transformer Attention (ViT
Attention) (Dosovitskiy et al., 2021), GradCAM (Selvaraju
et al., 2019), TextSpan (Gandelsman et al., 2024), and the
Transformer Attribution method from (Chefer et al., 2021)
(TransInterp). We also compare to a UNet-based inter-
pretability method that aggregates information from UNet
cross attention layers called DAAM (Tang et al., 2022) on
both Stable Diffusion XL (Podell et al., 2023) and Stable
Diffusion 2. Finally, we compare to the raw cross attention
maps produced by Flux DiT models.

Implementation Details For all of our experiments we
use the Flux DiT architecture implemented in PyTorch
(Paszke et al., 2019). In particular, we use the distilled
Flux-Schnell model. We encode real images with the DiT
by first mapping them to the VAE latent space and then
adding varying degrees of Gaussian noise before passing
them through the Flux DiT. We then cache all of the concept
output oc and image output vectors ox from each MMATTN
layer. At the end of generation we then construct our con-
cept saliency maps for each layer and average them over
all layers of interest. In our experiments we leverage the
activations from the last 10 of the 18 MMATTN layers.

Single Object Image Segmentation For our first task we
closely follow the established evaluation framework from
(Gandelsman et al., 2024) and (Chefer et al., 2021). We per-
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form this evaluation setup on both ImageNet-Segmentation
and a subset of 930 PascalVOC images containing only a
single class. For each method we assume the class present
in the image is known and use simplified descriptions of
each ImageNet class (e.g. “Maltese dog”→ “dog) this al-
lows the concepts to be captured by a single token. We
construct a concept vocabulary for each image composed of
this target class and a set of fixed background concepts for
all examples (e.g. “background”, “grass”, “sky”).

Quantitative Evaluation Each method produces a set of
scalar raw scores for each image patch which we then thresh-
old based on the mean value to produce a binary segmenta-
tion prediction. We compare each method using standard
segmentation evaluation metrics, namely: mean Intersection
over Union (mIoU), patch/pixelwise accuracy (Acc), and
mean Average Precision (mAP). Accuracy alone is an insuf-
ficient metric as our dataset is highly imbalanced, mIoU is
significantly better, and mAP captures threshold agnostic
segmentation capability. We found that CONCEPTATTEN-
TION significantly out performs all of the baselines we tested
across all three metrics (See Table 1). This is true for diffu-
sion, CLIP, and DINO based interpretability methods.

Qualitative Evaluation We also show qualitative results
comparing the segmentation performance to each baseline
in Figure 5. We also provide more qualitative results in
Appendix B. It is worth noting that the qualitative segmen-
tation results highlight (a) the ambiguity of zero-shot image
segmentation, and (b) the limitations of human data annota-
tion. For example, Figure 5 shows that our method does not
segment the part of the dog between the ears and it’s body,
while the data annotation does.

Multi Object Image Segmentation We also wanted to
evaluate the capabilities of our method at differentiating be-
tween multiple classes in an image. However, only a subset
of methods produce distinct saliency maps for open ended
classes. For this experiment we compare to DAAM using
a SDXL backbone, TextSpan using a CLIP backbone, and
the raw cross attentions of Flux. Instead of binarizing the
image to produce segmentations, for each patch we predict
the concept with the highest score. We used pixewlise ac-
curacy and mIoU as our evaluation metrics and found that
our method significantly out performed the baselines (See
Table 4). We also show qualitative results of our approach
differentiating between multiple concepts in a single image
in Figures 1, 3 and we show more results in Appendix B.

5.2. Ablation Studies

We perform several ablation studies to investigate the impact
of various architectural choices and hyperparameters on the
performance of CONCEPTATTENTION.
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Figure 6. Later MMATTN layers encode richer features for
zero-shot segmentation. We investigated the impact of using
features from various MMATTN layers and found that deeper
layers lead to better performance on segmentation metrics like
pixelwise accuracy, mIoU, and mAP. We also found that combining
the information from all layers further improves performance.

Impact of Layer Depth on Segmentation We hypothe-
sized that deeper MMATTN layers in the DiT would have
more refined representations that better transfer to segmen-
tation. This was confirmed by our evaluation (see Figure 6).
We pull features from each diffusion layer and evaluated the
segmentation performance of these features on ImageNet
Segmentation. We also compare the performance of com-
bining all layers simultaneously, which we found performs
better than any individual layer.

Impact of Diffusion Timestep on Segmentation We add
Gaussian noise to encoded images before passing them to
the DiTs, this conforms with the expectations of the mod-
els. Intuitively one might expect the later timesteps (less
noise) to have much higher segmentation performance as
less information about the original image is corrupted. How-
ever, we found that the middle diffusion timesteps best (See
Figure 7). Throughout the rest of our experiments we use
timestep 500 out of 1000 following this result.

Concept Attention Operation Ablations We compared
the performance on the ImageNet Segmentation benchmark
of performing (a) just cross attention from the image patches
to the concept vectors, (b) just self attention, (c) no attention
operations, and (d) both cross and self attention. Our results
seen in Table 3 indicate that using a combination of both
cross and self attention achieves the best performance.

We also investigated the impact of applying a pixelwise
softmax operation over our predicted segmentation coef-
ficients. We found that it slightly improves segmentation
performance in the attention output space and significantly
improves performance for the cross attention maps (see
Table 2.
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Figure 7. Optimal segmentation performance requires some
noise to be present in the image. We evaluated the performance
of CONCEPTATTENTION by encoding samples from a variety of
timesteps (determines the amount of noise). Interestingly, we
found that the optimal amount of noise was not zero, but in the
middle to later stages of the noise schedule.

6. Conclusion
We introduce CONCEPTATTENTION, a method for interpret-
ing the rich features of multi-modal DiTs. Our approach
allows a user to produce high quality saliency maps of an
open-set of textual concepts that shed light on how a dif-
fusion model “sees” an image. We perform an extensive
evaluation of the saliency maps on zero-shot segmentation
and find that they significantly outperform a variety of other
zero-shot interpretability methods. Our results suggest the
potential for DiT models to act as powerful and interpretable
image encoders with representations that are transferable
zero-shot to tasks like image segmentation.
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of these models, and we believe our work could be used to
understand the biases present in models.
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A. More In-depth Explanation of Concept Attention
We show pseudo-code depicting the difference between a vanilla multi-modal attention mechanism and a multi-modal
attention mechanism with concept attention added to it.

def multi_modal_attn(img, txt):


    img_k, img_q, img_v = img_projection(img)

    txt_k, txt_q, txt_v = txt_projection(txt)


    img_txt_k = concat([img_k, txt_k])

    img_txt_q = concat([img_q, txt_q])

    img_txt_v = concat([img_v, txt_v])


    attn_out = self_attention(img_txt_k, img_txt_q, img_txt_v)

    

img = attn_out[:img.shape[0]], attn_out[img.shape[0]:]




    







    return img, txt


    # Compute the keys, queries, and values


    

    # Concat the image and text keys, queries, and vals


    # Perform self attention on combined sequence


# Unpack the attention outputs

    

(b) Multi-modal Attention with Concept Attention
+





+










+

+

+

+

+

+

+

+

+



(a) Multi-Modal Attention
def multi_modal_attn_with_concept_attn(img, txt, concepts):


    img_k, img_q, img_v = img_projection(img)

    txt_k, txt_q, txt_v = txt_projection(txt)

    concept_k, concept_q, concept_v = txt_projection(concepts)


    img_txt_k = concat([img_k, txt_k])

    img_txt_q = concat([img_q, txt_q])

    img_txt_v = concat([img_v, txt_v])


    attn_out = self_attention(img_txt_k, img_txt_q, img_txt_v)

    
    img, txt = attn_out[:img.shape[0]], attn_out[img.shape[0]:]

    
    img_concept_k = concat([img_k, concept_k])

    img_concept_v = concat([img_v, concept_v])

    

concept_attn_map = matmul(concept_q, img_concept_k.T)

concept_attn_map = softmax(concept_attn_map, axis=-1) * scale


    concepts = matmul(concept_attn_map, img_concept_v)

    

    return img, txt, concepts


    # Compute the keys, queries, and values


    # Concat the image and text keys, queries, and vals


    # Perform self attention on combined sequence


# Unpack the attention outputs


# Concatenate the image and concept keys and values


# Perform the concept attention 

    
    

Figure 8. Pseudo-code depicting the (a) multi-modal attention operation used by Flux DiTs and (b) our CONCEPTATTENTION
operation. We leverage the parameters of a multi-modal attention layer to construct a set of contextualized concept embeddings. The
concepts query the image tokens (cross-attention) and other concept tokens (self-attention) in an attention operation. The updated concept
embeddings are returned in addition to the image and text embeddings.
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B. More Qualitative Results
Here we show a variety of qualitative results for our method that we could not fit into the original paper.

Figure 9. A qualitative comparison between our method and several others.
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Figure 10. A qualitative comparison between our method and several others.
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Figure 11. A qualitative comparison between our method and several others.

Figure 12. A qualitative comparison between numerous baselines on ImageNet Segmentation Images. The top row shows the soft
predictions of each method and the bottom shows the binarized segmentation predictions.

Figure 13. A qualitative comparison between numerous baselines on ImageNet Segmentation Images. The top row shows the soft
predictions of each method and the bottom shows the binarized segmentation predictions.
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Figure 14. A qualitative comparison between numerous baselines on ImageNet Segmentation Images. The top row shows the soft
predictions of each method and the bottom shows the binarized segmentation predictions.
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